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|. OVERVIEW



Central Issues

e What determines the spatial distribution of
economic activity? (Why do cities exist?)

 And why is that spatial distribution often very
persistent?



Theories about the Determinants of the
Spatial Concentration of Economic Activity

* |ncreasing returns theories
e Random growth theory

e Locational fundamentals theory



Today’s Papers

* David and Weinstein focus on Japan.
e Determinants of spatial density, persistence,
and response to temporary shocks.
* Bleakley and Lin focus on U.S.
e Focus on persistence in the face of changing
locational fundamentals.
 Hornbeck and Keniston look at Boston after a fire.

* Look for evidence of very local spillover effects.



[I. DONALD R. DAVIS AND DAVID E. WEINSTEIN

“BomMBS, BONES, AND BREAK POINTS: THE GEOGRAPHY
OF EcONOMIC ACTIVITY”



First Set of Questions

e How important were scale economies in explaining
the degree of spatial concentration?

e How much persistence is there in that spatial
concentration?



Data on Regional Densities
Population from 725 by region.
Archeological sites by region for earlier period.
How do they meld the two?

Normalize by area. Why?



TABLE | —PRINCIPAL FEATURES OF HISTORICAL ECONOMIES

Share of
Population five Relative var of Raw Rank
in largest log population Zipf correlation  correlation
Year thousands ~ regions density coefficient  with 1998 with 1998 History
—6000 to 125 0.39 2.46 —0.809 0.53 0.31 Hunter-gatherer society, not ethnically
=300 (0.217) Japanese, no metal tools or
agriculture.
—300 to 595 023 0.93 —1.028 0.67 0.50 First appearance of primitive
300 (0.134) agriculture and ethnically Japanese
people. Some metallurgical skills,
some coins, no writing or cloth.
725 4,511 0.20 0.72 —1.207 0.60 0.71 Creation of feudal regime, population
(0.133) censuses begin, writing well
developed, farming is widespread.
Capital is Nara.
800 5,506 0.18 0.75 —1.184 0.57 0.68 Capital moves to Kyoto. Property
(0.152) rights for peasant farmers continue
to improve, leading to greater
cultivation.
900 7.442 0.29 0.68 —1.230 0.48 0.65 Use of metallic farm tools doubles
(0.166) over average for previous 300
years. Improved irrigation and dry-
crop technology.
1150 6,836 0.20 0.66 —1.169 0.53 0.73 Multiple civil wars especially in (rice-
(0.141) rich) northern Japan. General
political instability and rebellions.
1600 12,266 0.30 0.64 -1.192 0.76 0.83 Reunification achieved after bloody
{0.068) war, extensive contact with West.
Japan is a major regional trading
and military power.
1721 31,290 0.21 0.43 —1.582 0.85 0.84 Closure of Japan to trade with minor
(0.113%) exceptions around Nagasaki.
Capital moves to Tokyo. Political
stability achieved.
1798 30,531 0.21 0.37 —1.697 0.83 0.81 Population is approximately 80
(0.120) percent farmers, 6 percent nobility.
Population stability attributed to
infanticide, birth control, and
famines.
1872 33,748 0.18 0.30 —1.877 0.76 0.78 Collapse of shogun's government,
(0.140y civil war, jump to free trade, end
of feudal regime, start subsidized
import of foreign technology.
1920 53,032 0.25 0.43 —1.476 0.94 093 Industrialization and militarization in
(0.043) full swing, but still 50 percent of
labor force is farmers. Japan is a
major exporter of silk and textiles.
1998 119,486 041 1.00 —0.963 1.00 1.00 Japan is a fully industrialized country.

(0.025) Tokyo, with a population of 12
million, is one of the largest cities
in the world.




How Do Davis and Weinstein Interpret These
Results?

* Always a lot of variance in regional density.

e Consistent with locational fundamentals.

e Variance of density increased after industrialization.

 More consistent (perhaps) with IRS theories.

* Rank of density quite persistent.

e Consistent with either IRS and locational
fundamentals.



Second Set of Questions

* How does spatial concentration respond to a large
temporary shock to population (and buildings)?



Data on City Population and Temporary Shocks

* Population of 303 Japanese cities with more than
30K people in 1925.

 Measures of wartime shock:
e Bombing casualties/city population in 1940
e Buildings destroyed/city population in 1940

* Also have data on government reconstruction
spending (per person in city as of 1947) as a control.



Nature of Shocks
e Often large.
e Highly variable.

e Temporary in the sense that population and
productive capacity changed without a change in
locational fundamentals.



Davis and Weinstein’s Framework

(1) si = + €.

* where s, is the log of the share of total population in
a city in period t, and Q, is size.

(2) Eir+v1 — ﬂ%z‘*‘ Viev1-
 where p is a measure of the persistence of shocks.

(3) Sie+1 — Sit = €i+1 T €y

e Left-hand-side variable is going to be the change in
log population share.



Davis and Weinstein’s Framework

(4) Sit+1 — Sip T (P '— 1)1’“4‘ [V:‘Hrl + p(l o p)gfr—-l]-

(4) shows that the change in log population share is a
function of the temporary shock.

Material in square brackets should be uncorrelated
with v...

For p = 1 (effects are permanent, so city size is a
random walk), coefficient on v, is O.

For p < 1 (effects will dissipate over time), coefficient
on v, is negative.
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FIGURE 1. EFFeCTS OF BOMBING ON CITIES WITH
MORE THAN 30,000 INHABITANTS

From: Davis and Weinstein, “Bones, Bombs, and Break Points”



Actual Regression Equation
Si,1960 ~ 51,1947 = P(Si 1947 - Si.1940) + U;
* U, is not uncorrelated with (s; 1947 - S; 1940)-
 That is why they need to instrument.

* |nstruments:
e Casualties/City Population in 1940

e Number of buildings destroyed/City Population
in 1940



TABLE 2—INSTRUMENTAL VARIABLES EQUATION
(DEPENDENT VARIABLE = RATE OF GROWTH IN CITY
POPULATION BETWEEN 1940 AND 1947)

Independent variable Coefficient
Constant 0.213
(0.006)
Deaths per capita —0.665
(0.506)
Buildings destroyed per capita —2.335
(0.184)
R?: 0.409
Number of observations: 303

Note: Standard errors are in parentheses.

From: Davis and Weinstein, “Bones, Bombs, and Break Points”



TABLE 3—TwO-STAGE LEAST-SQUARES ESTIMATES OF
IMpACT OF BOMBING ON CITIES
(INSTRUMENTS: DEATHS PER CAPITA AND BUILDINGS
DESTROYED PER CAPITA)

Dependent Dependent
variable = variable =
growth rate growth rate
of population of population
between between
1947 and 1947 and
1960 1965
Independent variable (1) (i1) (ii)
Growth rate of population —1.048 —0.759 —1.027
between 1940 and 1947 (0.097) (0.094) (0.163)
Government reconstruction 1.024 0.628 0.392
expenses (0.387)  (0.298) (0.514)
Growth rate of population 0.444 0.617
between 1925 and 1940 (0.054) (0.092)
R%: 0.279 0.566 0.386
Number of observations: 303 303 303

Note: Standard errors are in parentheses.

From: Davis and Weinstein, “Bones, Bombs, and Break Points”



A Possible Concern

* Population decline is due to refugees, not deaths.

e So return to previous population is just refugees
coming back because of social networks, not because

of locational fundamentals.

* Look at what happened in Hiroshima and Nagasaki,
where refugees may not have wanted to return (and
where there were fewer refugees).



1925-1940 Hiroshima Trend
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From: Davis and Weinstein, “Bones, Bombs, and Break Points”



Evaluation?



How Do Davis and Weinstein Interpret These
Results?

* No effects of temporary shocks.

 Not consistent with path dependence. Could
be consistent with locational fundamentals.



[1l. HOYT BLEAKLEY AND JEFFREY LIN

“PORTAGE AND PATH DEPENDENCE”



Comparing Bleakley and Lin (BL) with
Davis and Weinstein (DW)

 DW ask if population density is persistent in face of
temporary shock to population (holding locational
fundamentals the same).

 Find thatitis, suggesting that locational
fundamentals are important.

* BL ask if population density is persistent in face of a
permanent shock to locational fundamentals.

 Find that itis, suggesting that path dependence
IS iImportant.



What Shock Do BL Consider?

* Rapids where rivers cross fall line—portage point.

e Locational fundamental that gives rise to a city.

* Portage point becomes less important over time as
new means of non-river transportation arise.

e Locational fundamentals change permanently.
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From: Bleakley and Lin, “Portage and Path Dependence”



Data

Measures of population density:
e Population/area by county back to 1790.
o Satellite light intensity data in 2003.

e Population/area by census tract in 2000.

Potential portage points: every place a river crosses
the fall line.

Sort densities by watershed.

Also, measure of watershed area above portage
point.
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(1) Indensitys =3 - portagegs + angL + ang + Zg& + 0r + €gr,

where density, 1s the population density of geographic area g
(either a county, tract, or night-light observation) lying in river
watershed r. The variable portage, indicates if the area 1s close to
a portage site. The main measure of proximity used 1s a dummy
equal to 1 if the centroid of the area is within 15 miles of the
portage site.1® The variables DgL and Dg are binary variables
equal to one if the area’s centroid is within 15 miles of the

fall river or river, respectively.

* B measures the impact of potential portage site on
population density today.

From: Bleakley and Lin, “Portage and Path Dependence”



TABLE I
PROXIMITY TO HISTORICAL PORTAGE SITE AND CONTEMPORARY POPULATION DENSITY

(1) (2) (3) (4) (5) (6) (7) (8)
Basic Other spatial controls Additional fixed factors Other samples
State fixed Distance from  Climate  Aquifer Mean Atlantic ~ Within 100mi
Specifications: effects  various features variables  Share elevation Rivers only of the fall line

Explanatory variables:
Panel A: Census Tracts, 2000, N = 21452

Dummy for proximity 1.113 1.009 1.118 1.041 0.979 1.077 0.838 1.039
to portage site (0.340)***  (0.321)*** (0.243)*** (0.316)***  (0.330)*** (0.316)*** (0.401)** (0.319)***
Distance to portage —0.617 —0.653 -0.721 —0.460 —0.562 —0.577 —0.572 —0.764
site, natural logs (0,134)***  (0,128)*** (0,118)*** (0.121)***  (0.123)***  (0.118)***  (0.177)*** (0,142)***
Panel B: Nighttime Lights, 1996-97, N = 65000
Dummy for proximity 0.504 0.445 0.490 0.500 0.506 0.522 0.495 0.391
to portage site (0.144)***  (0,127)*** (0,161)*** (0.144)***  (0.147)***  (0.155)***  (0.151)*** (0.100)***
Distance to portage —0.188 —0.159 —0.151 —0.186 —0.196 —0.138 —0.130 —-0.212
site, natural logs (0.065)***  (0.065)** (0.090) (0.061)***  (0.065)*** (0.069)** (0.101) (0.060 )y***
Panel C: Counties, 2000, N = 3480
Dummy for proximity to 0.912 0.850 0.770 0.939 0.912 0.884 1.074 0.915
portage site (0.236)***  (0.206)*** (0.253)*** (0,225)***  (0.236)***  (0.216)*** (0.288)*** (0.227)***
Distance to portage site, —0.217 —-0.215 —0.202 —0.195 —0.222 —0.192 —0.487 —0.201
natural logs (0.081)*** (0.083)** (0.090)** (0.067)** (0.082)*** (0.076)** (0.194 )** (0.120)*

From: Bleakley and Lin, “Portage and Path Dependence”



Indensityg = ( - portages + 7y - portage, - (Inwatershed, — )
(2) + @ DEF + 6D + gy + 6, + 24y,

where portage, 1s the binary indicator for the portage site de-
scribed above, Inwatershed, 1s the natural logarithm of the wa-
tershed area upstream of fall line drained by each river r, u is
the mean of Inwatershed areas across portages, and the other
variables are as in equation (1).

 For a watershed of size i, whole effect is captured by
coefficient on portage dummy.

 Expect 7 to be positive (portage more important
when there is a large watershed above it).

From: Bleakley and Lin, “Portage and Path Dependence”



TABLE II

UPSTREAM WATERSHED AND CONTEMPORARY POPULATION DENSITY

(1) (2) (3) (4) (5)
Basic Other spatial controls Water power
Distance
State fixed from various
Specifications: effects features
Explanatory variables:
Panel A: Census Tracts, 2000, N = 21452
Portage site times 0.467 0.467 0.500 0.496 0.452
upstream watershed (0.175)**  (0.164)***  (0.114)*** (0.173)*** (0.177)**
Binary indicator 1.096 1.000 1.111 1.099 1.056
for portage site (0.348)*** (0.326)*** (0.219)*** (0.350)*** (0.364)***
Portage site times —1.812
horsepower/100k (1.235)
Portage site times 0.110
I(horsepower > 2000) (0.311)
Panel B: Nighttime Lights, 1996-97, N = 65000
Portage site times 0.418 0.352 0.456 0.415 0.393
upstream watershed (0.115)*** (0.102)*** (0.113)*** (0.116)*** (0.111)***
Binary indicator 0.463 0.424 0.421 0.462 0.368
for portage site (0.116)*** (0.111)*** (0.121)*** (0.116)*** (0.132)***
Portage site times 0.098
horsepower/100k (0.433)
Portage site times 0.318
I(horsepower > 2000) (0.232)
Panel C: Counties, 2000, N = 3480
Portage site times 0.443 0.372 0.423 0.462 0.328
upstream watershed (0.209)** (0.185)**  (0.207)**  (0.215)** (0.154)**
Binary indicator for 0.890 0.834 0.742 0.889 0.587
portage site (0.211)***  (0.194)***  (0.232)*** (0.211)*** (0.210)***
Portage site times —0.460
horsepower/100k (0.771)
Portage site times 0.991
I(horsepower > 2000) (0.442)**




(3) Indensitygyy =04+ 0pt + 0 + (¢ - proximilys + Ly - Wy + €gpy,

where 05, 0,4, and 0; are fixed effects for county, watershed-
year, and year. (By including county fixed effects, we control for
characteristics whose value 1s time-invariant.) We also allow for
a time-varying spatial trend in Zg. The variable proximity, 1s a
binary indicator for portage site, as before, and we allow for a
time-varying effect on population density. Thus, for each decade 7
we can obtain estimates of the effect of portage proximity relative
to 1850—that 1s, éT — 51850. (To 1dentify the model, we normalize
(1850 to zero.)

e If ¢ islarger for later decades, this suggests that the
effect of portage has risen, rather than fallen.

From: Bleakley and Lin, “Portage and Path Dependence”
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Evaluation?



Interpretation
* Clearly believe it is path dependence.

* Before they conclude that, consider an alternative:
slow adjustment.

 Theory says an implication is that portage cities
today should have more of certain types of
capital than comparable cities (that is
controlling for density).

e They don’t find that.



TABLE IV
PROXIMITY TO HISTORICAL PORTAGE SITE AND CONTEMPORARY FFACTORS

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Housing Median Travel Born Federal
units, Median values, Interstates, Major Rail, time to Crime, in state, Water expend., Gov't.
1990 rents, 1990 1990 2000 roads, 2000 2000 work, 1990 1995 1990 use, 1995 1997  empl, 1997

Explanatory variables:
Panel A. Portage and contemporary factors
Dummy for proximity 0.910 0.110 0.108 0.602 0.187 0.858 —0.56b4 1.224 0.832 0.549 1.063 1.001
to portage site (0.243)* ™™ (0.040)™™™ (0.063)"™ (0.228)*™ (0.07TD™" (0.177)*™* (0.492) (0.318)"*™ (0.186)"™ ™ (0.197)"™ ™ (0.343)*™™ (0.283)"™*
Panel B. Portage and contemporary factors, conditioned on contemporary density
Dummy for proximity 0.005 0.014 —0.001 0.159 —0.064 0.182 —0.447 —0.007 —0.025 —0.153 0.032 0.114
to portage site (0.015) (0.020) (0.038) (0.108) (0.054) (0.110) (0.513) (0.058) (0.046) (0.145) (0.091) (0.077)

From: Bleakley and Lin, “Portage and Path Dependence”



Reconciling DW and BL?

* Perhaps locational fundamentals matter a lot when
they are very heterogeneous (as in Japan).

* Perhaps where locational fundamentals don’t very
much, path dependence is more important.



V. RICHARD HORNBECK AND DANIEL KENISTON

“CREATIVE DESTRUCTION: BARRIERS TO URBAN
GROWTH AND THE GREAT BOSTON FIRE OF 1872”



Overview of Hornbeck and Keniston

Micro evidence concerning local spillovers and
agglomeration economies.

Spillovers they focus on are very local: extend over a
small part of a city.

Focus on the Great Boston Fire of 1872.

Test a range of predictions of a model of local
spillovers.



Baseline Model (No Local Externalities)

Flow return (for example, the rent) to a building
depends on the quality of the building, g, and an
economy-wide variable, w.

There is a fixed cost to changing g.

The optimal (no-adjustment-cost) g is increasing in
w.

w IS rising over time.



Predictions from the Baseline Model

“The Fire does not increase plot land values.”

“The Fire increases average building values in the
burned area, following reconstruction.”

“The Fire’s impact on building values is decreasing in
the quantile of building value, and is zero at the highest
guantiles.”

“The Fire has the same impact on building values as
individual building fires.”

“Building values and land values are unaffected in
unburned areas.”



Extended Model (Adds Local Externalities)

* Flow return to a building also depends on the
average quality of surrounding buildings, Q.

e Specifically:
 Flow return is increasing in Q.

 The optimal (no-adjustment-cost) g is
Increasing in Q.



Predictions from the Extended Model: The Fire ...

“increases plot land values in the burned area.”
“increases land values in nearby unburned areas.”

“increases average building values in the burned area,
following reconstruction.”

“[has an impact] on building values [that] is decreasing
in the quantile of building value, ... but there are ...
impacts at the highest quantiles.”

“increases building values in nearby unburned areas.”

“has a greater impact on building values than individual
building fires.”



The Sources of the Different Predictions of the
Extended Model

 The extended model adds two assumptions to the
baseline: The flow return is increasing in Q, and the
optimal (no-adjustment-cost) g is increasing in Q.

e Are there possible reasons that one assumption
might hold without the other?

* Which of the different predictions of the extended
model come from which new assumption?



Why Is (or Isn’t) a Large Fire Urban Fire in the
Nineteenth Century a Good Way to Test for Local
Spillovers?

* A big, largely random shock.

* Hypothesis that there are local externalities makes
testable predictions.

* Limited role for government (for example, minimal
building codes and zoning).

 But: More limited data. Applicability to other
settings (“external validity”)?



Figure 1. Historical Downtown Boston, the Burned Area, and Sample Plot Locations
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From: Hornbeck and Keniston, “Creative Destruction”



Data

Assessed values, for each plot, of land and buildings
(separately), for 1867, 1872, 1873, 1882, and 1894.

Location of each plot (for example, relative to the fire
boundary).

Sales of plots, 1867—-1894.

Individual building fires, 1866—1891.



Possible Issues with the Data

e Assessed values vs. market values?
e Why 1867, 1872, 1873, 1882, and 18947

* “we cannot match each plot in later years to its own
characteristics prior to the fire .... As a first approx-
imation, we assign each plot the average pre-Fire
values over all plots within its same fixed city block in
1867 and 1872. As a closer approximation, we assign
each plot the characteristics of the nearest plot in
1867 and 1872. In practice, this ‘nearest neighbor’ is
very often that same plot in the earlier years.”



Appendix Figure 5. Plot Assessed Value vs. Plot Sale Price
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From: Hornbeck and Keniston, “Creative Destruction”




Other Possible Mechanisms through Which a
Fire Could Affect Land and Building Values

 Government response — for example, wider streets,
better water and sewage pipes.

e Rationalization — with a blank slate, locations of
various types of businesses and residences are likely
to be more sensible.



Tests: Recall the Predictions: The Fire ...

“increases plot land values in the burned area.”
“increases land values in nearby unburned areas.”

“increases average building values in the burned area,
following reconstruction.”

“[has an impact] on building values [that] is decreasing
in the quantile of building value, ... but there are ...
impacts at the highest quantiles.”

“increases building values in nearby unburned areas.”

“has a greater impact on building values than individual
building fires.”



Essence of Test #1: Difference-in-Differences
Two years, one pre-fire, one post-fire:

InVy = a+ BLFIREAREADUMMY;; + [,POSTFIREDUMMY;;
+ B3FIREAREADUMMY;;POSTFIREDUMMY;; + B.Xi: + et

Land Value

Pre-Fire Post-Fire

Non-Fire Area a+f,

Fire Area o+ B, a+ B+ B,+B;

How much does land value rise in the non-fire area? f,
How much does land value rise in the fire area? B, + B,

So B; shows the effect on land value of fire area versus non-fire area.



Table 2. Estimated Impact on Land Values in Burned Area, Relative fo 1872

Log Value of Land per Square Foot

Full Sample

(1) (2) (3) (4)
1867 x Burned 0.174%** 0.019 - -
(0.041) (0.013) ) ()
1872 x Burned 0 0 0 0
@] ) @ )
1873 x Burned 0.149%#% 0.169%** 0.168%+* 0.172*++*
(0.020) (0.020) (0.017) (0.018)
1882 x Burned 0.157#%+ 0.1374* 0.139% 0.144 %%
(0.043) (0.044) (0.040) (0.042)
1894 x Burned -0.102% -0.147%% -0, 172w -0.145%%
(0.056) (0.061) (0.056) (0.060)
Controls:
Year Fixed Effects X X X X
Year FE x Pre-Fire Block Average X X
Year FE x Pre-Fire Neighbor Value X X
R-squared 0.153 0.797 0.934 0.938
Number of Plots 31302 31302 31302 31302

From: Hornbeck and Keniston, “Creative Destruction”



Essence of Test #2: Difference-in-Differences

Like Test #1, but focus on unburned area, and
replace “FIREAREADUMMY” with dummies for
different distances from the fire area.



Figure 5. Estimated Changes in Land Value from 1872 to 1873, by Distance to the Fire
Boundary (in Feet)
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From: Hornbeck and Keniston, “Creative Destruction”



Appendix Figure 9. Estimated Impacts on Building Value in the Burned Area, by Quantile
Panel A. Estimated Quantile Effects in 1882
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From: Hornbeck and Keniston, “Creative Destruction”



Appendix Figure 8. Estimated Impacts on Building Value, by Distance to the Fire
Boundary (in Feet)
Panel A. Estimated Impacts in 1873
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From: Hornbeck and Keniston, “Creative Destruction”



Table 5. Estimated Impact of Fire: Great Fire vs. Individual Fires
Log Value of Building per Sqr. Ft. Log Value of Land per Sqr. Ft.
Full Sample Restricted Sample  Full Sample  Restricted Sample

(1 2 (3) &)
1873 x Bumed -1.950%** -1.944%%* 0.170%** 0.129%**
(0.173) (0.178) (0.018) (0.022)
1882 x Bumed 0.514%** 0.445%** 0.142%** 0.080*
(0.059) (0.053) (0.042) (0.046)
1894 x Bumed 0.413%%* 0.247%** -0.156%** -0.200%**
(0.083) (0.072) (0.060) (0.072)
~1 Year After Individual Fire -0.127 -0.005 -0.054 -0.019
(0.131) (0.028) (0.062) (0.042)
~10 Years After Individual Fire 0.346%* 0.128*% 0.084 -0.008
(0.152) (0.068) (0.102) (0.156)
~22 Years After Individual Fire 0.012 -0.013 -0.210 -0.205
(0.085) (0.083) (0.269) (0.298)

Test of Equality of Individual Fire and Great Fire Effects (p-value):

~7 Month Interval 0.000 0.000 0.001 0.002
-- 10 Year Interval 0.299 0.000 0.606 0.600
-- 22 Year Interval 0.000 0.003 0.848 0988
Controls:

Year Fixed Effects X X X X
Year FE x Pre-Fire Block Average X X X X
Year FE x Pre-Fire Neighbor Value X X X X
R-squared 0.788 0.744 0.938 0.889
Number of Plots 30128 10525 31219 11284

From: Hornbeck and Keniston, “Creative Destruction”



Discussion and Conclusions

As Hornbeck and Keniston stress, their approach is silent
about any effects at the level of the city as a whole.

Might the fire have been big enough to have had substantial
effects at the city level?

Hornbeck and Keniston provide strong evidence of local
spillovers, which are essential for agglomeration economies.

But: Don’t we know from the fact that cities exist that there
are local spillovers?

One strength of the analysis: It shows how a model fits with
a range of observed phenomena.

A role for structural modeling?
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